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Topic Introduction

« Our paper explores the integration of Software Testing Log Files
Diagnostics, Natural Language Processing (NLP) and Ensemble
Machine Learning techniques.

By combining advanced NLP for data interpretation with
ensemble classification, we've dramatically improved error and
query classification accuracy.

* This method not only reduces manual intervention but also sets a
new standard for automated, precise system diagnostics
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Context

Bugs Error Triage Flow

« Software development projects
are validated for thousands of
use cases by various system
integration and validation
techniques.

Each of the tests executed as
part of these validation cycles
generates validation logs which
vary in types and sizes.

Test types could be basic
acceptance test, sanity test,
stability, functional, Tape In,
pre-integration and many
others.

o Software Release “Builds” are fed
into “Test Environment”

A
Testing generated logs for each
execution

Test or Triage Engineer analyze
n. these logs to identify error

Each part of logs is categorized
as noise(info) vs error and error
are further segregated for triage
to the team
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Challenges

Tests generate various log files, y

including' Iog csv etc Volume: Amount of data from

myriad executions

Each log file has a varied format

« Even .log file ext. for different tests
have different format

- Test cycles generate hundreds D Velocity: Speed at which thousands
of Iogs Weekly (( )) of logs generated in a day
* This scenario exemplifies the i
Big Data 3 V's:
« Volume 5
. Velocity Variety: Types of data and log
. Variet I“II“H files including varied format,
2ty structure, semi structured and
unstructured
‘
Sy —
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Problem Statement

* Validation logs face the 3V challenge (volume, velocity, variety),
mMaking error identification labor-intensive and error-prone,

 With current methods (manual review and Regex) being time-
consuming, maintenance-heavy, and prone to human oversight,
leading to 1-2 hours of triage per log.
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Solution

» Develop a machine learning solution
for predicting errors and filtering noise
In validation logs.

« Combining natural language processing
(NLP) with classification modeling was the
optimal approach.

« Model automates the process of noise
filtration and error triage in the logs.

 The image illustrates two workflows:
-The upper portion shows the existing process,

which involves manual and semi-automated I
tasks for error identification. =

-The lower portion represents the proposed
Integration of a machine learning model for a Machine learning Model Deployment Collaterals
more efficient and effective end-to-end error
detection system.

Validation Logs Analyzer Environment

Trained Model Encoder Binary
Binary/Pickle File File/Pickle File
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Machine Learning - End to End Deployment Flow

Data Handling

Logs dataset comprises
essential elements such as
log filenames, descriptors of
queries, classifications of
queries as errors or
informational, alongside the
substantive text of log
signatures.

Strategic Data Balancing
plays a crucial role in
addressing the inherent
imbalance between 'error’
and 'info' query types within
our dataset.

. Data Cd}le.i:tion &
. DataBalancing

Feature Engineering

: Model Selection
and Preprocessing

Model Training Integration & Deployment

Stratlf* cation

Tokemzatlon, A CrossVahdatlon R
Vectonzahon i i

. Performance
. Metrics

_ Model Integration  @—

Machine Learning: End tp End Deployment Flow

Tokenization involved breaking

down the cleaned log entries Stratification is @ sampling °

into individual words or tokens. technicavelshe trafmed i dRl in a format
differeristdedsgora Opiypiamyitai, pickle,

Vectorization is the process of a dataspigaits) proportionally al

converting data into numerical * ENn erdéésiﬁctm:am fdels
vectors that can be usedfas include R@&W@MFF@FBQ’PKI@S@GEVE the model

' i ' del
input for machine learning BORE® a mo

VoB¥h 9|éh%ﬁ § _
models. Mmu ‘mp @%ﬁ%% g dhraexisting
Feature extraction is the . C|@S{fl0@ﬁ@§tﬁﬁ@@ﬁ attemae

Melvérs giaky decyesutesy, Precision,
Recall, F1 Score, ROC-AUC,

CoHﬁPﬁéﬁ%ﬂﬂ%”téumng optimizes a
model's training parameters to

improve performance by
systematically searching for the
best combination.

process of transforming raw
data into a set of measurable
characteristics or features that
can be used to improve the
performance and accuracy of
machine learning models.
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Natural Language Processing -

Brief Implementation Routine
Signhatures are fine print from the logs which test, and

Ne Errers Found from Arden Ramless Error Registers
during the verify or read back of written data.

defect triaging.

# check target balance
data[ 'Query Type'].value_counts(normalize = True).plot.bar()

- Logs signature texts are

heavily skewed towards
info as expected because

logs generally have
information which can't be

categorized as errors

- As data is imbalanced,
hence measures needs to

be taken before modeling
to balance this data.

2
£

</FAILVECT>

Test Number: (2123238008)
Seed Number: (-2051737296)

-------------------------------
————————————————————————————————
--------------------------------------------------------------------------------

--------------------------------------------------------------------------------

3645: 32 FSB MSI @x66 @ IRTE High: b188 Low: 2 Addres:

Interrupt Status: PASS

Data Extraction and EDA

s: Bxfee@@158 Data: @x

TARUN ARORA

Al-Driven Techniques for Noise Filtration in Software
Validation Logs




Natural Language Processing -
Brief Implementation Routine

def text_preprocessing(text_to_process):

it e « Removal of Stop words

import re  Lemmatize to reduce the words to its
from nltk.corpus import stopwords
from nltk.stem import WordNetLemmatizer roots

# create a List text « Removal of Date and Time Stamps
text = list(text_to_process) e Some F?E?g}f?)(
# preprocessing Loop e Tokenize the words

lemmatizer = WordNetLemmatizer()
corpus = []

for i in range(len(text)):
r = re.sub('["a-zA-Z]', ' ', str(text[i]))
r = r.lower()

r = r.split()

r = [word for word in r if word not in stopwords.words('english')] o

r = [lemmatizer.lemmatize(word) for word in r] preprOCQSSIﬂg he|pS tO reduce
r="".join(r)

the noise features from input
data for model

corpus. append(r)

return corpus

ot
- Basic NLP Preprocessing Techniques
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Natural Language Processing -
Brief Implementation Routine

# Tfid « Term Frequency-lnverse Document
Tfidf vect = TfidfVectorizer(ngram_range=(1,2)) Frequency (TF-IDF)

Tfidf_vect.fit_transform(df_balanced['Signature Text']).toarray() . Word Embeddings: Word2Vec, GloVe
Train_X_Tfidf = Tfidf vect.transform(X_train) SR = TR ’ ’

Test X Tfidf = Tfidf vect.transform(X_test) . Doc2Vec: Extends Word2Vec to generate

# encode target variable vector representations for entire

Encoder = LabelEncoder() documents . .
y_train = Encoder.fit_transform(y_train) « Count and Hashing Vectorizer
y test = Encoder.fit_transform(y_test) « BERT: BERT captures the context of

words by considering both preceding
and succeeding words, leading to more
accurate representations.

ol Vectorization
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Natural Language Processing -
Brief Implementation Routine

. , _ Models Examples:
# Classifier - Algorithm - SVM and Tfidf
# fit the training dataset on the classifier L - Su ppo rt Vector (SVM)

SVM_Balanced_QueryName = svm.SVC(C=1@, kernel='linear', degree=3, gamma='auto') #using the tuned parameters

SVM_Balanced_QueryName.fit(Train_X_Tfidf,y train) S - LOg'Sth Reg reSSIOﬂ

# predict the labels on validation dataset ° - Ra ndom FO reSt ClaSS|ﬂer
predictions_SVM_Tfidf = SVM_Balanced_QueryName.predict(Test_X_Tfidf) . _ G rad |e ﬂt BOOSt/XG Boost
#calculating accuracy_score, precision, recall, F-Score and confusion matrix ° _ Nalve Bayes

print("SVM Accuracy Score using Tfidf, balanced data and Query Name-> ",accuracy_score(predictions_SVM_Tfidf, y_tes
print('Precision: ',precision_score(y_test, predictions_SVM_Tfidf)*1ee)

print('Recall: ',recall_score(y_test, predictions_SVM_Tfidf)*168)

print('F1-Score',fl_score(y_test, predictions_SVM_Tfidf)*1e8)

df = pd.DataFrame(metrics.confusion_matrix(y_test,predictions_SVM_Tfidf), index=['error','info'], columns=['error’,
df

Selected SVM and RFC Based on best results for
precision and recall. Team wants model which is
having high precision and recall for error
prediction as they are more costly.

="t Model Generation
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Natural Language Processing -

Brief Implementation Routine

TFIDF_GB
TFIDF_RS_GS_CV et )
TFIDF_SVM | TFIDF_Logit | TFIDF_NB | Est: 50, Depth: Est: 100 4 Depth: TFIDF_SVM TFIDF_RS_GS_CV
10, learningrate: Est: 50, Depth: None
None
0.5

368 399 816 363 366 346 169
60988 60949 59318 60997 60991 60993 263069

263 302 1933 254 260 258 1484
60860 60829 60412 60865 60857 60882 36946

FPR 0.60% 0.65% 1.36% 0.59% 0.60% 0.56% 3.86%
FNR 0.43% 0.49% 3.10% 0.42% 0.43% 0.42% 0.064%

RFC Performance Insights:

In contrast, the RFC model exhibited a
significantly lower false-negative rate for
'‘error' predictions at 0.05%, albeit with a false
positive rate for 'info' at around 3%. This
suggests that while RFC is markedly adept
at identifying 'error' queries with high
coverage, it also presents a tendency to
misclassify some 'info' queries as 'errors'.

SVM Performance Analysis:

The SVM model demonstrated a
false positive and negative rate of
approximately 0.5%, indicating a
scenario where 0.5% of cases
might be misclassified as 'info'
when they are 'error', and vice
versa. This rate, while low,
underscores a critical challenge in
distinguishing between the two
query types with high reliability
using SVM.

Model Selection
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Natural Language Processing -

Brief Implementation Routine

The integration of the trained RandomForestClassifier (RFC) with Validation Flow enhances

automated log analysis by autonomously identifying and categorizing failure signatures using
advanced NLP and RFC.

This boosts diagnostic precision and reliability, optimizing maintenance strategies and system
reliability. The figure below illustrates the integration flow.

Validation Logs Analyzer Environment

[ Azure Pipeline }

Trained Model Encoder Binary
Binary/Pickle File File/Pickle File

—r— Deployment
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Key Learnings and Take Aways

Integration SuccersRENgIded toIRERIBARH A 0del binaries with
the engineering tewtilevR rged@igPRH&lficacy

Enhanced Accurampg-FhredBispigad RRsaely increased the accuracy of

classifying error aneheferida itaR &dahestgurpassing traditional
diagnhostic methqggcess

Efficiency Gains: pbNgsed\ 2 gfbgle prsxcessed and interpreted

complex log datapmuipile/fF kes vhdelyddaidiigd and categorized
failure signaturesyhich suits the objective — in

Reduced ManualliNeFIeRMEHc MRS BRRE8bIogy demonstrated

potential to greaW@@@ﬂ%@i@é’lﬂﬁt‘@%'ﬁﬂEn in system diagnostics.
rror Is better compared to

Future Potential:dgedpsHeciidg Rightsddesignificant potential of
combining NLP watth RRE &rFdeg file analysis, setting a foundation for

future advancements in software diagnostics.
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