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Abstract

Although recent test automation practices help to increase the efficiency of testing and mitigate the cost of regression testing, there is still much manual work involved. Achieving and maintaining high software quality today involves manual analysis, test planning, documentation of testing strategy and test cases, and development of test scripts to support automated testing. To keep pace with software evolution, test artifacts must also be frequently updated to stay relevant. Current test automation is unable to generalize across applications and is unable to mimic human intelligence. As such, there is a significant gap between the current state of practice and a fully automated solution to software testing.

This paper investigates a practical approach that leverages artificial intelligence (AI) and machine learning (ML) technologies to generate system tests based on learning testing behavior directly from human testers. The approach combines a trainable classifier which perceives application state, a language for describing test flows, and a trainable test flow generation model to create test cases learned from human testers. Preliminary results gathered from applying a prototype of the approach are promising and bring us one step closer to bridging the gap between human and machine testing.
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1 Introduction

Although test automation practices provide critical efficiency benefits to the software development process, there are many accompanying problems with the current state of the art. Test scripts do not generalize across applications, and may easily break in the presence of changes to the underlying application. Outside of model-based testing (discussed later), test scripts are hand-crafted by humans, and test execution and logging of results are the only fully automated parts of the testing process. Also, automated test script oracles are limited and can only detect defects based on the path and assertions that were coded explicitly in the test script. Consequently, current approaches do not provide for fully automated software testing and substantial manual effort is still required.

There exists a significant gap between machine testing and human-level performance. Human testers can perceive the state of an application, can act intelligently, and can observe resulting application state to uncover defects. To improve efficiency and reduce the cost of quality, there is a need for improving software testing and test automation, and for introducing more intelligent automated testing behavior that is capable of mimicking human behavior.

Advances in AI and ML have shown that machines are capable of matching or surpassing human performance across various problem domains (Bojarski et al. 2016, Moyer 2016, Xiong et al. 2017). As a result, we are witnessing the new upsurge of self-driving cars. These systems are capable of perceiving the environment and surroundings of a vehicle, and are capable of mimicking intelligent human driving behavior. We are also seeing many intelligent systems that can communicate with humans and answer questions asked in spoken natural language, and even systems capable of beating top human players at classic board games such as Go.

As a testing community, we are lagging behind other software engineering fields when it comes to innovation. While there has been extensive research and work into semi-automated testing techniques, such as model-based test generation, these techniques do not: (1) mimic the thought and learning process of human testers; and (2) seamlessly generalize across applications and application domains. There is a need for building more intelligent software testing approaches akin to that of self-driving cars and other comparable intelligent systems.

This paper aims to stimulate research and innovation in software testing through the use of AI and ML. We present an example of our journey and experiences of applying existing AI research to testing. We also strive to provide critical takeaways for how quality professionals can get the necessary foundation to break into the AI world and start contributing to this ripe emerging field of intelligent automated software testing.

2 AI for Software Testing

Thanks to the continuing advances in AI and ML, the idea of being able to build intelligent systems that can test software, and that can improve their ability to test by learning from humans, may be closer than we think to being a reality. In this section, we provide an overview of ML, and we also establish a mapping between the software testing problem and ML.

2.1 Overview of Machine Learning

Machine learning is a sub-field of AI and is the science of getting computers to act without being explicitly programmed (Stanford 2018). Two major applications of ML are referred to as unsupervised learning and supervised learning. In unsupervised learning, unlabeled data is fed into a training algorithm with the goal of discovering patterns and relationships. Examples include clustering algorithms that attempt to organize data points into groups. Supervised learning, in contrast, involves human-labeled training data. A supervised learning workflow typically involves multiple iterations of constructing labeled training
data, extracting features from the data, choosing an algorithm, training a model, evaluating the model using test or input data, and improving the model. The diagram below portrays this workflow:

A common ML system is the artificial neural network (ANN). ANNs are computing systems vaguely inspired by biological neural networks, and are based on a collection of connected units called artificial neurons. There are many different types of ANNs, including convolutional neural networks (CNNs) and recurrent neural networks (RNNs). CNNs are commonly used for image recognition problems, and RNNs are commonly used for natural language processing (NLP) problems.

Another application of ML is reinforcement learning. This learning approach involves creating algorithms that are capable of learning by using reward systems. Useful actions are positively rewarded, whereas less useful actions may be penalized.

2.2 Relationship Between ML and Testing

There is a direct mapping from the software testing problem to a machine learning solution. The testing problem involves applying a test input to an application or function, then comparing the output to an expected result. This is precisely what machine learning does. A set of inputs (or features) is supplied to a training algorithm. In supervised learning, the correct answer is also supplied to the training algorithm with each set of inputs. The job of the machine learning system is to iteratively (slightly) reconfigure the “internal brain”, each time getting better and better at providing the correct answers based on the provided input sets. Therefore, all of the existing and ongoing research and development that has gone into building these ML systems are providing a direct benefit towards further automating the software testing problem.

Self-driving cars and the technology that powers them can be mapped to the problem of software testing. Just as humans can teach learning algorithms how to drive a car, we can envision building a system capable of learning from a user’s testing journey. Similarly, NLP and natural language generation research may map to test case generation. Lastly, game theory and reinforcement learning may map well to the problem of discovering a system and hunting for bugs. For example, reinforcement learning may be used to reward an intelligent system for uncovering a system crash or an exception.

Researchers and practitioners realize the potential for AI and ML to be leveraged to help bridge the gap between the testing capabilities of humans and those of machines (AIST 2018, AISTA 2018). Existing work on applications of ML to software testing has explored applying supervised ML to the testing problem (Arbon 2017). There is also an abundance of emerging research on new AI and ML techniques and algorithms. It is imperative that the testing community make a concerted effort to keep up with AI research and look for ways to innovate within the testing field.
3 Applying AI to Testing

In this section, we set out to provide a journey of how we have been able to leverage existing AI research and map it to specific software testing problems. We present two examples. For each example, we first focus on an AI research area; then we explore our experiences when trying to map the research to testing. Our goal is to let our experiences serve as a framework and as motivation for the reader to follow a similar approach.

3.1 Research: Object Recognition

There exist several problems and areas of research surrounding object recognition within images. Image classification involves visually inspecting an image and deciding whether the image belongs to a particular class. For example, given an image of a cat as input, an image classifier may return the label “cat” as an output.

In some cases, classifying an image with a single label is not sufficient. Suppose the input image contains both a cat and a dog. While assigning either label would be correct, we may instead want to produce two output labels for the single input image. Research efforts have been focused on ML algorithms that can produce multiple outputs. Lastly, in some cases, we are not just interested in generating classes for a given input image. Depending on the problem at hand, we may want to build a system capable of detecting the location of the object within an image.

The following image illustrates several object recognition research problems:

To get a feel for how the different training and prediction processes work, we encourage you to experience these algorithms for yourself. There are several image recognition tutorials and videos freely available online (see Section 5). We recommend starting with image classification tutorials that use the TensorFlow (Abadi et al. 2016) framework. TensorFlow is a popular and highly active open source ML framework developed and maintained by the Google Brain team.

3.2 Application: Perceiving Web Application State

The question we will explore in this section is: How can image classification and object detection be leveraged to aid in software testing?

To generate and execute test cases against a web application, the current state of the art involves constructing page objects that are coupled to the implementation details of a specific web application. Page objects often include references to document object model (DOM) and stylesheet information for a specific system under test (SUT). It is beneficial to shift towards an approach that leverages ML to raise the level of abstraction by which generated test cases interact with webpage components. Rather than interacting with elements using information that is SUT-specific, the goal is to be able to leverage ML to identify web components based on models that have been trained across various SUTs.
Having the ability to perceive web application state and recognize objects using ML-based approaches moves us one step closer to being able to write test cases devoid of any SUT-specific implementation details. Armed with enough example training data, we can leverage existing AI research and techniques for object recognition to raise the level of abstraction by which our automated test cases refer to objects. There are several benefits to this approach, including the ability for test scripts to self-heal if the SUT changes. For instance, while a change in the way the SUT renders a shopping cart button would likely break test scripts that leverage traditional DOM-based element selection strategies, a sufficiently trained ML model may be able to locate the new shopping cart button, allowing a test script that leverages ML-based element selection to continue execution. Also, by raising the level of abstraction, it becomes possible to reuse test cases across different SUTs.

With enough training data, an ML model could be trained to recognize various components of a web application state. An example of webpage decomposition and object recognition is below:

![Image of webpage components](image1)

The diagram below shows another example of an actual ML-based classification system recognizing various components (Page title, widget labels, and error messages) on an arbitrary web page:

![Image of ML-based classification system](image2)

Picking up from the exercise we recommended in Section 3.1, we encourage readers to continue practicing by collecting many images of webpage components, labeling the images, and then building an ML system capable of classifying webpage components. Images can be collected and labelled using tools such as LabelImg (LabelImg 2018). Frameworks like TensorFlow and Keras (Chollet 2015) can then be used to train ML models using the generated training set. During our research, we have also found it worthwhile to collect information from the webpage DOM alongside with the component images. Since ML systems thrive on data, being able to extract more features from the raw collected data generally
allows for more useful experimentation towards increasing the accuracy of the ML system’s performance on the training data.

3.3 Research: Text Generation

Much research exists on generating sequential information using ML-based techniques. In the field of natural language processing (NLP), several approaches to text generation have been studied. A conventional approach is to treat text generation as a sequence-to-sequence problem. A sequence of text is fed into a trainable algorithm that in turn outputs a sequence of text. The training goal is that the concatenation of both sequences results in a plausible sentence. Since machines do not understand words, a common practice is to map words to integer values, resulting in what we may refer to as a word encoding. This means that both the input and output of the sequence-to-sequence problem are a sequence of integers. Word encodings are challenging to create and maintain as there are many possible words that may appear, especially when different languages are used.

An alternative approach is to create a character encoding, where each character (for example, each character from A-Z) is mapped to an integer. Although this simplifies the text-to-machine mapping process, it creates additional complexity from a training standpoint. There are many valid (and invalid) arrangements of character sequences that can first form words and eventually form sentences. In contrast, there are much fewer unique arrangements of complete words. ML-based text generation techniques that leverage character-based encoding typically require more training to reach stability and feasibility-of-use over word-based encoding approaches.

An example of an ML approach to sentence generation using word encodings is below:

![Diagram of sequence-to-sequence model](image)

Research has shown that specialized ANNs are capable of being trained to handle sequence-to-sequence problems (such as text generation). Long Short-Term Memory (LSTM) recurrent neural networks (RNNs) are a particular type of neural network capable of generating sequential data with long-range structure (Graves 2013). For the interested reader, Jason Brownlee provides a great step-by-step tutorial that leverages tools such as Keras and TensorFlow to build LSTMs capable of generating plausible sentences for a problem domain based on training from classical texts (Brownlee 2017).

3.4 Application: Text Generation for Web App Testing

The question we will explore in this section is: How can text generation be leveraged to aid in software testing?

In Sections 3.1 and 3.2, we explored image recognition research and practical applications for software testing. Raising the level of abstraction by which we interact with objects in a web application sets the stage for the next step. Having the ability to recognize objects, the next task of interest is learning important test flows from human testers. A test flow is a sequence of actions performed onto a SUT,
followed by a set of expected observations. The steps that a human tester follows while executing test flows may be modeled as follows:

At a high level, we present the test flow execution process as a sequence of steps where each step belongs to one of three categories: **Perceive, Act, Observe**. Steps belonging to the **Perceive** category focus on establishing preconditions for a test flow, and involve drawing observations from the environment, and action planning before selecting an appropriate set of actions. Steps belonging to the **Act** category focus on selecting and executing appropriate actions based on the previously constructed plan. Finally, steps belonging to the **Observe** category focus on comparing expected vs. actual SUT behavior, and deciding on correctness. We support the continuity property of the testing process by allowing the results of the **Observe** steps to initiate a new **Perceive** stage, thus forming a cycle.

Presenting the test flow process using this framework is the first step towards the goal of being able to represent the process in a machine-understandable format. Next, we define a **language** that may be used to express concrete test flows that fit into our framework. The language must be expressive enough to allow covering essential test cases, yet constrained enough to reduce the data complexity of ML-based techniques to test flow generation. The language must also promote the use of webpage component abstractions that utilize the system described in **Section 3.2** in place of SUT-specific information. This supports the generality of the approach.

The main building blocks of the language are **components, actions**, and **observations**. Components represent elements on a web page. Observations represent information about components that can be perceived from a given web page. Finally, actions are interactions that may be performed onto components. By interleaving observations and actions, the language allows for the specification of test flows. The language supports the use of abstract learned objects, instead of using specific input values and observed text values that may only be pertinent to a single SUT or only pertinent to a specific domain of software applications. The figure below shows how test flows (b) may be created for a simple form (a) by utilizing the language:
Going back to the shopping cart example from Section 3.2, the figure below shows how the language could be utilized for more complex scenarios:

![Shopping Cart Diagram](image)

It is important to note that the test flows are described at a higher level of abstraction than the specific underlying SUT that motivated their creation. For example, the equivalence class "VALID" is used in place of any specific First Name. Additionally, the "Commit" element class is used instead of referencing a specific "Save" button. This allows learning generalized test flows that may be used to generate test cases across various SUTs. As an example, the test flows presented in the shopping cart example are reusable across different e-commerce web apps.

Having defined a language capable of expressing test flows, we can now use the techniques we learned about in Section 3.3. Since we now have a mechanism of expressing test flows using strings belonging to a language, we map the problem of text generation to that of generating strings that belong to the language that we have defined.

Using the word encoding technique for representing text sequences, below is an example of an ML-based training and prediction approach to test flow generation:

To use test flows as training data, a sliding window data augmentation technique is used to expand the training data. We frame the test flow learning problem as a supervised learning problem by taking each test flow from the training set and expanding it one word at a time, creating a new training example with a more complete sentence at each iteration. For each generated training example, the next step of the sentence is the correct assigned label.
Being able to train an ML system to generate test flows means we can now leverage humans not just to train a system to detect objects on a web page, but also to train a system on how those objects should interact in ways that are meaningful to testing.

4 State of the Art in AI for Testing

Companies such as test.ai (http://test.ai/) are making a significant impact in the field of AI for Testing. Built on top of AI-based approaches to mobile object recognition, reinforcement learning, and an abstract intent test language for expressing high-level test cases, the test.ai system is capable of automatically crawling through many mobile apps and is capable of reusing general test cases across concrete apps. In addition to test.ai, other products are leveraging ML to increase the efficiency of software testing. For example, mabl (https://www.mabl.com/) can self-heal test cases by relying on ML approaches to detecting web page objects at runtime. Applitools (https://applitools.com/) uses an AI-powered visual testing approach capable of detecting rendering issues and visual differences between app builds. Eggplant AI (https://eggplant.io/) is able to intelligently navigate applications and predict where quality issues are most likely to manifest themselves.

At Ultimate Software, quality research and development teams have worked on building tools that leverage AI for software testing. One such effort involved creating a system discovery and testing platform capable of leveraging ML to explore a SUT and discover states and interactions automatically. Reinforcement learning is used to seek interactions that yield high reward (discovering a new state, discovering a significant state variant). Image recognition and natural language processing techniques are also used to extract information encountered on web pages, such as error messages.

The platform enables the creation of agents that are tailored to perform specialized testing tasks. For example, an agent may be created that automatically explores a SUT looking for exceptions, stack traces, etc. A separate agent may explore a SUT while actively resizing the web browser, looking for rendering defects along the way. Using the techniques described in Section 3.2, a system may be trained to classify web pages as being improperly rendered under different screen sizes.

A significant problem that AI for Testing systems encounter is the domain knowledge gap problem. The knowledge gap problem stands in the way of being able to achieve tasks such as filling out complicated forms and being able to understand the expected behavior of applications with complex workflows. Without knowledge of expected system behavior, appropriate test oracles cannot be constructed. At Ultimate Software, ongoing research is being expended towards the creation of an AI-based Domain Expert (AIDE). Leveraging existing research on expert systems, we have been able to start building knowledge bases that aim to reduce the domain knowledge gap problem encountered by AI for Testing systems.

The Artificial Intelligence for Software Testing Association (https://www.aitesting.org/) defines three important problems in the space of AI and testing. *AI for Testing* focuses on applying AI in order to identify software quality issues, apply test inputs, validate outputs, and emulate users or other conditions. *Testing AI* focuses on methods for testing software where AI is a major component of functionality or purpose. *Self-testing* in the context of AI is a new area of research focused on how to enable systems to test themselves. While this paper focuses on exploring the *AI for Testing* problem, it is important to be aware of the ongoing work in each of the aforementioned areas.
5 Breaking into AI

If you are ready to take the next step and start learning more about AI to start contributing towards the true automation of software testing, there are many excellent resources to start from.

Several tutorials and massive open online courses (MOOCs) are available that range from covering foundational material to covering deeper domain-specific AI problems. Blogs such as Jason Brownlee’s machine learning mastery blog can also be good resources for finding many applied ML examples.

The AISTA is another resource for learning more about this exciting space, and for getting involved. AISTA is focused on applying, and extending AI to the world of software quality in all forms, and hopefully obviating the need for human testing activities. Genuinely automating software testing is not just a fundamental problem, but also a challenging problem. AISTA serves as an open community that fosters collaboration towards the common goal of achieving more intelligent automated software testing. One of the goals of AISTA is to provide a way for the community to contribute towards building datasets that may be used for training ML systems. Also, AISTA strives to provide a platform for sharing knowledge on different AI approaches to various testing problems.

The following presentations/tutorials also provide insightful information into the world of AI and testing:
- Jason Arbon, “AI and Machine Learning for Testers”, PNSQC 2017
- Paul Merrill, “Machine Learning & How It Affects Testers”, Quality Jam 2017
- Geoff Meyer, Keynote “What’s Our Job When the Machines Do Testing?”, StarEast 2018
- Jason Arbon and Tariq King, “Artificial Intelligence and Machine Learning Skills for the Testing World”, StarEast 2018

The following books cover many topics in great detail for readers that desire to attain a deep understanding of AI and ML:
- “Artificial Intelligence: A Modern Approach”, Peter Norvig and Stuart J. Russell
- “Python Machine Learning”, Sebastian Raschka
- “Deep Learning with Python”, François Chollet
- “Deep Learning”, Ian Goodfellow, Yoshua Bengio, Aaron Courville

The following resources are freely available online:
- YouTube: A full Stanford course on Machine Learning, taught by Andrew Ng

The following resources cover topics specifically surrounding AI and testing:
- AI Summit Guild (https://aisummitguild.com) has presentations from many of the leaders in the field
- Jason Arbon provides many additional resources on AI and testing (https://www.linkedin.com/pulse/links-ai-curious-jason-arbon/)
6 Closing Remarks

This paper aimed to stimulate research and innovation in software testing through the use of AI and ML. We presented an example of our journey and experiences of applying existing AI research to testing. We have also provided critical takeaways for how quality professionals can get the necessary foundation to break into the AI world and start contributing to this ripe emerging field of intelligent automated software testing. We have also highlighted a few practical applications of AI research, as well as related work being done by several companies. Along the way, we have also raised several important and challenging outstanding problems.

Current web test automation approaches rely heavily on the construction of page objects that are coupled to the implementation details of the SUT. The research and practical applications presented in this paper show that it is possible to raise the level of abstraction for working with webpage components. We also defined test flows and a well-defined language capable of expressing test flows. Also, we leveraged ML-based text generation techniques to learn how to recall and generate strings that belong to the language. It follows that it may be possible to use a combined learning approach to automatically generate and execute test cases against a SUT.

The application of AI and ML to testing is not going to happen in the future. It is already happening right now. As we discussed in Sections 4 and 5, more and more companies are starting to pay closer attention to this problem. As research and development continues and more data is collected to be able to train smart AI-driven testing bots, we will get closer to reaching a new level of test automation. As we shift closer to “true automation”, human testers will need to adjust, and our roles will certainly be redefined. Within the next 5-10 years, it is quite possible that we will be experiencing a shift in testing culture and in testing responsibilities. Instead of spending time manually crafting automated scripts, we will be spending that time collecting and annotating more training data to make the bots even smarter. With thousands and thousands of these bots at our command doing the work we’ve taught them to do, it will help free us from the burdens of test automation scripting and maintenance, and allow us to focus on more important aspects of testing, such as exploratory testing and finding defects.

If nothing else, we hope that after reading this paper, the reader has increased awareness of how significant these problems are, and how important it is to start getting involved. We hope that by sharing our experiences in the fashion by which it was presented, it establishes a framework for others to follow and start contributing to these problems.

Appendix

This section presents our research and preliminary results for an AI for Testing approach that combines a trainable classifier that perceives application state, a language for describing test flows, and a trainable test flow generation model to create test cases learned from human testers.

In Section 3.2, we discussed the application of image-based classification to the problem of perceiving web application state. Aside from collecting and labeling images, as part of our research we collected and labeled structural information from web pages. To leverage structural information from a web page, we start by collecting a render tree. A render tree contains information on the DOM structure and about styling. A Computed Render Tree (CRT) representation of the webpage is then constructed. In contrast to a standard render tree, a CRT extends browser render trees by collecting the render tree only once the web browser has finalized rendering, and by calculating additional information such as: (1) element positions; and (2) element sizes.

Using the CRT representation, a feature synthesis step is then performed. An element-wise pass is done through all of the elements in the CRT, synthesizing several features for each element. Although the synthesis is done at the local level for each element, the full global context (information on the entire set of elements) is used to compute several features. The feature synthesis results in the generation of
training data that can be annotated for the purpose of training ML models. A set of example synthesized features is described in the following table:

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTML Tag</td>
<td>The tag for the given element.</td>
</tr>
<tr>
<td>Parent HTML Tag</td>
<td>The tag for the given element’s parent.</td>
</tr>
<tr>
<td>For Attribute</td>
<td>The existence of a value for the HTML “for” attribute.</td>
</tr>
<tr>
<td>Num. Children</td>
<td>The number of HTML nodes that are children of the given element’s node.</td>
</tr>
<tr>
<td>Num. Siblings</td>
<td>The number of HTML nodes that are siblings of the given element’s node.</td>
</tr>
<tr>
<td>Depth</td>
<td>The depth of the given element’s node within the ADOM tree.</td>
</tr>
<tr>
<td>Horizontal Percent</td>
<td>The relative horizontal position (in percentage) of the given element.</td>
</tr>
<tr>
<td>Vertical Percent</td>
<td>The relative vertical position (in percentage) of the given element.</td>
</tr>
<tr>
<td>Font Size</td>
<td>The relative (normalized against the full set of elements) font size of the given element.</td>
</tr>
<tr>
<td>Font Weight</td>
<td>The relative (normalized against the full set of elements) font weight of the given element.</td>
</tr>
<tr>
<td>Is Text</td>
<td>Describes whether a given element is a text node.</td>
</tr>
<tr>
<td>Nearest Color</td>
<td>The closest color computed using CIEDE2000 algorithm.</td>
</tr>
<tr>
<td>Nearest Background Color</td>
<td>The closest background color computed using CIEDE2000 algorithm.</td>
</tr>
<tr>
<td>Distance from Input</td>
<td>The relative (normalized against the full set of elements) distance to the closest input widget from the given element.</td>
</tr>
<tr>
<td>Text</td>
<td>The actual text associated with the given element.</td>
</tr>
</tbody>
</table>

In order to evaluate the web classification approach, CRTs were collected and hand-labeled for 7 different SUTs, comprised of 95 web pages and 17,360 web elements. Among the labeled data were 122 elements labeled as page titles, 384 elements labeled as widget labels, 91 labeled as error messages, and 16,762 noise data points. For each of the three component classes analyzed, an experiment was done to compare the performance of the following ML classifiers: (1) random forests, (2) J48 decision trees; (3) k-nearest neighbor; (4) support vector machines; and (5) Bayesian networks.

The evaluations were done using percentage split and cross-validation. Performance was measured using accuracy, precision, recall, and F1 score (Goutte 2005). For the problem of classifying widget labels, the results show that the random forest algorithm performed best with an F1-Score of 96.3%. When classifying error messages, the random forest technique also performed the best, resulting in an F1-Score of 99.4%. The data suggests page title classification to be the most difficult of the classification problems that were investigated. The K-Nearest Neighbor algorithm performed the best with an F1-Score of 71.6%.

In Section 3.4, we mentioned the creation of a language that could be used to express test flows. In order to validate both the designed language, as well as test flow generation, a prototype was constructed. An Extended Backus-Naur Form (EBNF) (McCracken 2003) language parser implementation was developed using the Lark library available in Python (Lark 2018). A total of 250 test flows utilizing all of the features of the language were crafted and parsed successfully using the custom Lark parser. Each of the 250 crafted test flows captured real test cases that could feasibly be performed by a human tester against a web application. Using the sliding window data augmentation technique, a dataset containing a total of 2610 labeled examples for the purposes of using ML for test flow generation was created. The Keras framework was used to build the neural networks for the prototype.
The performance of the LSTM models were measured using the built-in categorical cross-entropy loss function available in the Keras neural network programming framework. Training set accuracy was based on whether or not a predicted test flow was a valid test flow sub-sequence in the training data. In addition, the output predictions were only considered valid if the resulting test flow was able to be parsed by the custom Lark parser. Different network topologies, optimization algorithms, and regularization technique settings were compared. The following table shows a detailed breakdown of the performance of each configuration that was evaluated:

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Layers</th>
<th>Units</th>
<th>Dropout</th>
<th>Optimizer</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1</td>
<td>32</td>
<td>No</td>
<td>Adam</td>
<td>83.62%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>32</td>
<td>Yes</td>
<td>Adam</td>
<td>39.86%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>64</td>
<td>No</td>
<td>RMSProp</td>
<td>84.17%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>64</td>
<td>Yes</td>
<td>RMSProp</td>
<td>82.63%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>64</td>
<td>No</td>
<td>RMSProp</td>
<td>81.57%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>64</td>
<td>Yes</td>
<td>RMSProp</td>
<td>84.92%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>128</td>
<td>No</td>
<td>RMSProp</td>
<td>89.55%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>128</td>
<td>Yes</td>
<td>RMSProp</td>
<td>82.63%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>128</td>
<td>No</td>
<td>Adam</td>
<td>88.68%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>128</td>
<td>Yes</td>
<td>Adam</td>
<td>85.64%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>No</td>
<td>RMSProp</td>
<td>59.59%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>Yes</td>
<td>RMSProp</td>
<td>87.15%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>No</td>
<td>Adam</td>
<td>91.52%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>Yes</td>
<td>Adam</td>
<td>86.19%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>No</td>
<td>RMSProp</td>
<td>59.59%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>Yes</td>
<td>RMSProp</td>
<td>87.15%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>No</td>
<td>Adam</td>
<td>91.52%</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>256</td>
<td>Yes</td>
<td>Adam</td>
<td>86.19%</td>
</tr>
</tbody>
</table>
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